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Execut ive Summary 
Distributed Acoustic Sensing (DAS) has been identified by CSX and TTCI as technology which has the 
potential to provide a rail break detection solution over long distances of track. 

TTCI have run a 25-week trial at the Facility for Accelerated Service Testing (FAST) site near Pueblo, 
Colorado, in which several fibre optic acoustic detection (FOAD) vendors, including OptaSense, have run 
sensing systems on the test track with the aim of demonstrating the capability to detect rail break events. 

The primary objective for the testing was to evaluate the “true positive” detection rate, which indicated the 
percentage of rail break events for which an automatic detection was generated by the rail break algorithm, 
or additionally if there was a distinct signal visible in the sensor data which can be attributed to the break. 

The secondary objective of the trial was to assess the “false positive” detection rate, representing the 
number of alarms not correlated with a genuine rail break. These metrics are both important in evaluating the 
operational effectiveness of such a system in a real-world environment. 

The live trial ran from October 2016 until November 2017, and was split into 3 test seasons. The test 
activities involved running a heavily laden freight train continuously around the 2.8-mile test track for around 
7 hours per night. Each time a rail break was identified (either manually or via a red signal triggered by the 
track circuit), the train was stopped, the break documented and repaired, and the testing resumed. 

OptaSense strongly believe that a quantitative DAS solution is the preferred approach for reliable detection 
of track condition anomalies (including but not limited to rail break) and implemented their 3rd generation 
quantitative ODH-3 DAS unit for the trials. 

OptaSense have extracted and analysed the 
sensor data for all rail break alerts generated 
over the course of the trial, and evaluated these 
against genuine break information derived from 
the daily log files supplied by TTCI. 

The rail break detection summary statistics for 
all 22 rail break events recorded during the 20-
week trial period in 2017 are summarised in 
Figure 1. 14 of the 22 break events (63.6%) 
produced signals that were clearly visible in the 
DAS data. OptaSense detected 8 of these 
breaks automatically via the live algorithm. A 
further 4 DAS detections were in progress 
before the train stopped as a result of being 
automatically stopped by the track circuit red 
signal. Without this process it would likely have 
led to a DAS classification. 

It is clear from the results that OptaSense can 
play an important role in narrowing the gap Figure 1: Rail break detection results for the OptaSense DAS and 

track circuit systems during the 20-week test period in 2017. between events solely detectable by track circuit 
and the total number of breaks.  Moreover, on 

dual classified breaks, the two technologies play a synergistic role with DAS able to locate breaks to ~±23 
feet. By categorising the photographs of the breaks by the response of each system, we predict that certain 
types of breaks are more likely to be detected by OptaSense DAS than the track circuit system: Specifically, 
broken rails which maintain contact but show disjoined or chipped rail heads. OptaSense additionally detects 
other non-break defects (such as slipped ties) suggests DAS has a key role to play as a “track condition 
anomaly detector” and similar has a strong role in forensic investigation (Appendix III). 

Similar statistics have been analysed for the number of false positives with the data suggesting a current 
real-world deployment rate of ~38 alerts / day / 1000 miles, dropping to less than 10 if the algorithm is 
constrained to operating within the current design envelope. 

OptaSense are currently developing the next generation of Distributed Acoustic Sensing technology which is 
specifically designed for railway monitoring and will provide a much higher sensitivity, dynamic range and 
acoustic signal fidelity, as well as having a sensing range of 30 km or more. It is anticipated that this will 
provide great improvements for applications such as track and rolling stock condition monitoring. 

© OptaSense Ltd 2018 3 TTCI DAS Rail Break Trail – Results & Analysis Report 
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1 Int roductio n 
The North American Class I railroad network covers around 140,000 miles of track1. The Federal Railroad 
Authority has identified broken rails as a major issue facing railroad operators aiming for safe and reliable 
operations. Consequently, there is a demand within the railroad industry for a system with the capability to 
reliably detect and locate broken rails over long lengths of track. 

Distributed Acoustic Sensing (DAS) is a technology that has been identified by CSX and TTCI as having the 
potential to detect broken rails. In order to assess the capability of DAS as a technology for detecting rail 
breaks, TTCI have conducted a 25-week trial on the High Tonnage Line (HTL) at the Facility for Accelerated 
Service Testing (FAST), which is located northeast of Pueblo, Colorado. OptaSense was one of the DAS 
vendors participating within this trial. 

An OptaSense Quantitative-DAS rail monitoring system was connected to a fibre optic cable running 
alongside the HTL track. A bespoke rail break detection algorithm continuously monitored the acoustic 
response of the train running around the track, and produced an automatic alert when the characteristic 
signal of a rail break was identified. These rail break alerts were accumulated throughout the trial along with 
the unprocessed acoustic sensor data from the DAS system. 

The approach taken by OptaSense in evaluating the DAS system performance for rail break detection has 
been to analyse the data recorded for each of the genuine rail break events, and evaluate in conjunction with 
the daily log files supplied by TTCI, which provided information on the physical situation and attributes of the 
break. OptaSense have also conducted a detailed investigation into the false positive alerts that were 
generated by the system during the trial, providing a breakdown of the sources of the alerts and how they 
can be addressed. This analysis allows us to make some predictions as to how the system will likely perform 
in a real-world situation. 

The purpose of this report is to provide the final rail break detection statistics for the OptaSense system 
during the trial, and a detailed explanation of the system response for each rail break event. OptaSense 
anticipates that TTCI could use this report as supplementary materials to support their own report and 
findings from the rail break trial. 

Further detail on the signal detection and analysis methodology used to interpret the results acquired during 
the rail break trial is included in Appendix I of this report. Additionally, Appendix III provides a summary of 
the analysis carried out into derailment event that was recorded on the HTL test track in May 2015. 

1 Freightworks 
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2 Rail Brea k Tria l Scope 
The TTCI rail break trial incorporated 25 weeks of live running of the OptaSense DAS system and rail break 
detection algorithm on the High Tonnage Loop track at FAST. The objective of the trial was to assess both 
the performance of the OptaSense DAS sensing unit (known as an Interrogator Unit, or IU) and the current 
implementation of the OptaSense rail break detection algorithm. 

2.1 Trial Overview and Timeline 
The full project timeline is given in Figure 2 below. As indicated, there were two separate preliminary data 
gathering periods in 2015 – initially a 2-week period in May 2015 (in which the DAS equipment was originally 
installed on the test site) and additionally 2-month period from mid-September to mid-November 2015. 

The live trial initially started in February 2016 and that period of live testing carried on until the 11th May 
2016, where the testing was halted due to the derailment of the freight train running on the HTL. OptaSense 
captured this event within the sensor data recorded by the DAS system, and subsequently provided detailed 
analysis of this derailment event to TTCI indicating the origin of the derailment and subsequent timeline of 
events. An overview of this derailment analysis is included in Appendix I in this report. 

Due to the derailment and subsequent remedial works that had to be carried out on the test track, TTCI 
opted to restart the live trial from the beginning in October 2016. There were then 4 weeks of rail break trial 
which ran until November 2016, and a further week of testing carried out in December 2016 (which was used 
to evaluate the feasibility of the DAS system for wheel flat detections in addition to rail breaks). 

In January 2017 the OptaSense rail break algorithm was updated with several improvements designed to 
reduce the number of false positive detections being generated. At the same time, the OptaSense “Back 
Office” software, which provides a vendor neutral web-browser based interface for viewing the rail break 
detections, was enabled by OptaSense. The rail break testing in 2017 comprised of a 13-week Spring test 
season (from February to June) followed by a 7-week Autumn test season (from September to November). 

Figure 2: Full project timeline for OptaSense testing at FAST, including the precursor testing and live rail break 
trial period. The additional events indicated on the timeline are the HTL train derailment in May 2016 and the 

activation of the OptaSense back office software in February 2017. 

2.2 DAS System Insta llation at FAST 
A map of the HTL test track at TTCI is shown in Figure 3. The OptaSense DAS equipment was installed in 
an equipment building adjacent to the HTL track. The HTL track itself it highlighted as the solid blue line, the 
route of the fibre cable used by the OptaSense system is shown as the red dotted line, and the locations of 
the HTL track sections used for referencing rail break locations are indicated by the white circle markers. 
The HTL track circuit has a length of approximately 2.8 miles (4.5 km). The high-speed Railroad Test Track 
(RTT) passes close to the North-West section of the HTL loop, as indicated in Figure 3. 

© OptaSense Ltd 2018 6 TTCI DAS Rail Break Trail – Results & Analysis Report 
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Figure 3: Map of HTL test track, with annotations showing the track sections and the route of the fibre optic cable used as the sensor by the OptaSense DAS 
system. The track section numbers are shows within the white circle markers, and the approximate locations of every 10th fibre channel are shown in red. 
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The model of Interrogator Unit that OptaSense used for the trial was an ODH-3 unit, which was originally 
designed for seismic measurements in the down-well oil and gas market. This IU provides a quantitative, 
phase-coherent signal output, and has a sensing range of 5-10 km under typical setup parameters. This 
model of Interrogator Unit was used for the trial as the sensing range was sufficient to cover the full length of 
fibre around the perimeter of the HTL track (where the total fibre length was approximately 4.8 km) and the 
quantitative phase-coherent nature of the system output provides a consistent system response for each 
train pass. Small variations in the signal at a particular location (possibly resulting for a rail break) can 
therefore be identified. 

From our work with TTCI, CSX and other operators, we are firmly of the belief that a quantitative system is 
essential for producing reliable alarm events in the railroad environment.  To that end we are committed to 
delivering in 2018 our Long Range Quantitative DAS interrogator which will deliver over 30km range at the 
bandwidths we believe are required for reliable rail break detection. 

A comparison of the signal response from quantitative and non-quantitative DAS systems for a high-speed 
passenger train is shown in Figure 4. The quantitative system displays high consistency in the signal for 
each bogey passing, whereas the non-quantitative system gives a high signal amplitude during the train 
pass but with little consistency in the signal for successive bogeys. 

Figure 4: Comparison of the response of quantitative DAS and non-quantitative DAS systems for a high-speed 
passenger train. The signal graphs show around 5 seconds of data, corresponding to 10 cars passing. 

The ODH-3 IU was installed along with a PC (which was used for running the data acquisition software and 
rail break detection algorithms) at the equipment building between track sections 8 and 9. Fibre calibration 
(also referred to as “geo-referencing”) was carried out during the preliminary site visits, where the fibre 
distance from the IU to key points on the track were referenced to the map coordinates, and this information 
was used to map the OptaSense sensor data (and rail break alerts) to the associated track locations. 
Approximate locations of key fibre channels are shown in red in Figure 3. 

2.3 Trial Acti vities 
The rail break testing at FAST involved running a heavy-laden freight train repeatedly around the HTL track 
loop continuously, at a roughly consistent speed, for an extended period of time. The train normally ran for 
around 7 hours per night, 4 times per week, during the live testing phases. The freight train itself was long – 
around 1.2 miles (2 km) in length – which meant almost half of the test track was occupied at any point in 
time. The heavy axle loading and repeated running of the train over the same section of track increases the 
likelihood of a rail break significantly, and hence provides frequent break events that can be captured and 
analysed by the detection systems under test. 

© OptaSense Ltd 2018 8 TTCI DAS Rail Break Trail – Results & Analysis Report 
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When a break occurs during the testing, the FAST operations team were alerted to the break either via a red 
signal (generated by the track circuit system – TTCI’s operational rail break detector system running on the 
HTL) or via manual identification of the break (for example via the manual identification of the audible signal 
of the break as carriages pass over it). When a break occurred during the testing, the freight train was 
stopped away from the break and the track break was welded back together, and details of the break 
(including the time and location) were recorded on the log sheet. 

As part of the trial, after each day of testing, TTCI released the running log sheets and from the FAST 
operators to all DAS vendors. These log files included the track circuit results and photographs and any 
diagnostics of the verified break events. OptaSense used this information to analyse the DAS rail break 
detection results sent to the back office, along with the algorithm log files and recorded sensor data. 
OptaSense then produced a weekly report following each week of testing, which was sent to TTCI to keep 
them updated on the performance of the system. Much of the analysis provided in these weekly reports has 
fed into the final results and explanations provided in the following sections of this report. 

Additionally, OptaSense recorded the raw acoustic sensor data acquired from the DAS system in addition to 
the processed outputs associated with the rail break events. This sensor data was written in real time to two 
RDX disks installed in the system control PC. Due to the high volume of the raw sensor data, a disk change 
had to be carried out by TTCI every week, with one of the disks being returned to OptaSense for further 
analysis and the other copy provided to TTCI. 

2.4 Rail Break Algorithm 
The rail break algorithm OptaSense deployed during the trial was designed for the train activity patterns that 
are generally expected from a test facility such as FAST, and in particular from discussions with TTCI 
regarding the plan for the rail break testing. This usually involved a single, heavily laden freight train, with a 
relatively uniform distribution of loads throughout the train, running repeatedly around the circuit at a 
relatively constant speed. 

As such, the algorithm included a number of built-in requirements that formed certain stages of the 
processing chain. To optimise the probability of detecting a rail break event during the “current” train pass 
(i.e. to detect the break in the shortest time possible as the train is passing over), the algorithm evaluated the 
signal profile over the length of the train to monitor of any significant changes. As such, if train was 
accelerating or decelerating significantly during a single train pass, then there would be change in response 
as the train passed over, creating an alert. Thus, to prevent potential nuisance alarms from the train during 
start-up and stopping, the alert capability was disabled while the train was measured to be rapidly changing 
speed. 

Further, to enable the ability to detect a break that may have occurred at the very start of the train (i.e. on the 
first axle passing) the algorithm also compared the signal from a given train pass to a model generated from 
the previous train passes. Thus, any acceleration or deceleration, or situations where the train switched 
tracks between passes, would cause a change in response, creating false alerts. Also, when a train is 
running on the RTT track, which runs adjacent to the HTL circuit for a short section, and the trains pass at 
the same time there will be signal interference causing a variation in the inter-pass train signal model, which 
may also cause false alarms. 

In Section 4, the break events where the train stopped almost immediately when the rail break occurred (as 
a result of a red signal from the track circuit) are labelled as “detection process halted before completion”, as 
in those breaks the pre-requisite conditions of the algorithm were not met (due to rapid deceleration) and the 
behaviour did not reflect a real-world situation where the break had not been otherwise detected. 

© OptaSense Ltd 2018 9 TTCI DAS Rail Break Trail – Results & Analysis Report 
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3 Trial W eekly Summary Stat is tic s 
The table below gives the weekly summary statistics for the full duration of the 25-week trial. There were 
normally 4 nights of train running (Monday – Thursday) each week, and the weeks are numbered 1 to 24 
(with an additional week included at the end of the Autumn 2016 test phase to carry out wheel flat testing). 

Track OptaSense Breaks OptaSense 
Test Dates Rail circuit DAS true visible in DAS false 

Season Trial Week (mm/dd) breaks alerts positives DAS data positives 

A
ut

um
n 

20
16

 1 10/17 – 10/20 0 0 0 0 40 

2 10/31 – 11/03 1 1 0 0 2 

3 11/07 – 11/10 3 2 2 2 3 

4 11/14 – 11/17 2 2 1 1 7 

Wheel flat 12/05 – 12/08 2 2 0 1 0 

Sp
rin

g 
20

17
 

5 02/13 – 02/16 1 1 1 1 3 

6 02/20 – 02/23 1 1 0 0 1 

7 02/27 – 03/02 1 1 0 1 9 

8 03/06 – 03/09 1 0 0 0 0 

9 03/13 – 03/16 2 2 1 1 1 

10 03/28 – 03/31 1 1 0 1 5 

11 04/03 – 04/06 2 1 1 1 2 

12 04/17 – 04/20 0 0 0 0 0 

13 04/24 – 04/27 1 0 0 1 8 

14 05/01 – 05/04 0 0 0 0 8 

15 05/15 – 05/19 0 1 0 0 14 

16 06/06 – 06/09 0 0 0 0 11 

17 06/12 – 06/15 1 0 0 1 5 

A
ut

um
n 

20
17

 

18 09/18 – 09/21 1 0 1 1 2 

19 09/25 – 09/28 1 0 0 1 0 

20 10/09 – 10/12 2 2 1 1 2 

21 10/16 – 10/19 2 1 1 1 2 

22 10/23 – 10/26 3 2 1 1 0 

23 10/30 – 11/02 0 0 0 0 2 

24 11/06 – 11/09 2 1 1 1 1 

Total 30 21 11 17 128 

Table 1: Weekly rail break alert statistics for the 25-week trial period 

© OptaSense Ltd 2018 10 TTCI DAS Rail Break Trail – Results & Analysis Report 
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The figures for the number of rail breaks each week, as well as the number of which were detected by the 
track circuit system, were identified from the daily FAST log sheets supplied by TTCI. The following 
definitions are provided for relating to the OptaSense data: 

• The OptaSense DAS true positives column gives the rail break alerts which were found to 
correspond to a genuine rail break event. 

• The breaks visible in DAS data refers to those break events for which a distinct signal is visible 
within the recorded sensor data and the time and place of a break event, and includes the true 
positives. These are false negative events in terms of the current live rail break algorithm but may 
be considered as true positive events for the DAS “sensor” (i.e. if the signal is clearly visible against 
the background noise then it is likely that a more advanced algorithm could be developed to detect 
such an event automatically). 

• The OptaSense DAS false positives are the number of alerts generated by OptaSense which were 
found to not correspond to a recorded rail break event. 

The summary statistics in Table 1 show that the OptaSense DAS system automatically detected 11 out of 
the 30 verified rail breaks (37%) during the trial period. On subsequent investigation of the recorded sensor 
data, 17 of the break events (57%) displayed a distinct signal which was visible to the OptaSense data 
analyst. In comparison, the track circuit system detected 21 out of the 30 rail breaks (70%). 

Although the raw statistics show higher detection rates for the track circuit compared to the OptaSense 
system, the breaks detected by OptaSense are not a subset of those detected by the track circuit – the 
analysis conducted in the following sections shows that certain different types of breaks are more likely to be 
detected by OptaSense than the track circuit system. 

Additionally, rather than solely being a “Rail Break” solution we consider the output from the OptaSense 
Distributed Acoustic Sensing system lends itself towards operating as a “track condition problem detector”, 
and therefore has the capability to detect additional types defects or issues (such as tie slipping) that are not 
visible to rail break-specific sensors such as the track circuit as the following analysis will show. 

It should also be noted that the “breaks visible in DAS data” category referenced in the table only includes 
those events that were visible using a standard set of data processing techniques – it is likely that further 
investigation of the recorded sensor data using more varied techniques could yield additional break events 
that fall into this category. 

The OptaSense and track circuit alerts for the genuine rail breaks are detailed in Section 4, and the false 
positive alerts generated by OptaSense are accounted for in Section 5. 

© OptaSense Ltd 2018 11 TTCI DAS Rail Break Trail – Results & Analysis Report 
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4 Analysis  of Rail  Break Events 
In total there were 30 recorded rail break events on the HTL during the 25-week trial period. The details of 
each rail break are listed in Table 2 below, including which rail broke in each case and the relative fibre 
position – both given as either inside (“I”) or outside (“O”) of the HTL track loop. A brief explanation of why 
the break might not have produced an automatic detection within the OptaSense system is also given. 

Track Break Fibre Track Visible in Reason if no 
Break Week Section Fibre Rail Pos. Circuit OptaSense OptaSense automatic 
# and Day and Tie Chan. (I/O) (I/O) Alert Alert DAS Data OptaSense alert 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Week 2 
Day 2 

32-6 263 O I    Unknown 

Week 3 
Day 1 

3-1108 432 O O   

Week 3 
Day 2 

33-59 279 O I    Break partially 
supported on tie 

Week 3 
Day 3 

3-114 372 O O   

Week 4 
Day 4 

3-1072 437 O O    Unknown 

Week 4 
Day 4 

25-
1572 

149 O O   

Wheel 
Flat Day 
2 

33-104 283 I I    Insufficient pre-
passes 

Wheel 
Flat Day 
4 

32-150 274 I I    Train tracker not 
tracking train 

Week 5 
Day 2 

3-1469 468 O O   

Week 6 
Day 4 

40-250 291 I O    Unknown 

Week 7 
Day 1 

25-
1254 

125 O O    Train stopping 
during break pass 

Week 8 
Day 4 

25-
1122 

120 O O    Break supported 
on tie 

Week 9 
Day 1 

31-266 260 O I    Unknown 

Week 9 
Day 2 

29-296 206 I I   

Week 10 
Day 2 

3-1369 460 O O    Pre-passes out of 
velocity tolerance 

Week 11 
Day 1 

3-899 424 O O    Train stopped 
quickly - alerted 
after restart 

© OptaSense Ltd 2018 12 TTCI DAS Rail Break Trail – Results & Analysis Report 
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Track Break Fibre Track Visible in Reason if no 
Break Week Section Fibre Rail Pos. Circuit OptaSense OptaSense automatic 
# and Day and Tie Chan. (I/O) (I/O) Alert Alert DAS Data OptaSense alert 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

Week 11 
Day 1 

26-38 156 O O   

Week 13 
Day 2 

23-101 30 I O    Gain visible but 
below threshold 

Week 17 
Day 2 

3-1669 474 O O    Break still in 
contact, no gaps 

Week 18 
Day 1 

3-104 365 O O   

Week 19 
Day 2 

3-1901 494 O O    Small gain visible 
in final train pass 

Week 20 
Day 1 

24-19 38 O O   

Week 20 
Day 1 

23-166 33 I O    Insufficient pre-
passes 

Week 21 
Day 2 

3-1081 438 I O   

Week 21 
Day 2 

7-522 584 I I    Train accelerating 

Week 22 
Day 2 

24-89 42 I O    Break supported 
on tie 

Week 22 
Day 4 

25-
1439 

138 O O    Insufficient pre-
passes 

Week 22 
Day 4 

3-935 413 O O   

Week 24 
Day 2 

5-62 534 I O    Only 5 pre-
passes, break 
well supported 

Week 24 
Day 4 

3-1349 443 O O   

Table 2: Time and location of all 30 recorded rail breaks, with the corresponding alert response of the 
OptaSense and track circuit systems. 

The locations of the 30 recorded rail break events are given in terms of both the track section and tie, and 
approximate fibre channel number – which is dependent on the accuracy of the fibre geo-referencing work 
carried out prior to the trial. The date of each event can be attained from the test week and day using the 
date range associated with the test weeks as given in Table 1. This information enables these break events 
to be identified within the test log sheets provided by TTCI. 

For the cases where OptaSense did not produce an automatic rail break alert for a rail break, a brief reason 
for why no alert was generated is given in the table. These explanations are derived from the event analysis 
conducted within the weekly trial reports as well as the subsequent investigation of the recorded sensor data 
and associated ground truth information. 

© OptaSense Ltd 2018 13 TTCI DAS Rail Break Trail – Results & Analysis Report 
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4.1 System Rail Break Alerts Comparison 
The rail break details provided in Table 2 includes the alert status of both the OptaSense and track circuit 
systems for each recorded break event. This information allows us to determine which of the following six 
categories each break event fell into: 

1. Detected by track circuit but not detected by OptaSense, and not visible in sensor data 
2. Detected by track circuit but not detected by OptaSense, but was visible in sensor data 
3. Detected by both track circuit and OptaSense 
4. Detected by OptaSense but not the track circuit 
5. Not detected by OptaSense or track circuit, but signal visible in OptaSense sensor data 
6. Not detected by OptaSense or track circuit, and not visible in OptaSense sensor data 

Sorting the 30 break events into these 6 categories enables us to visualise the alert response of the 
OptaSense and track circuit systems. These results are displayed in Figures 5 and 6, where Figure 5 gives 
the results for the first 5 weeks of the trial during 2016 (prior to the software change in January 2017) and 
Figure 6 gives the results for the 20 trial weeks that ran in 2017 after the software update. 

Note that the rail break numbers on the horizontal axis in Figures 5 and 6 do not correspond to the break 
numbers given in Table 2, as the results have been sorted according to the alert response of the OptaSense 
and track circuit systems. 

Figure 5: Comparison between the OptaSense and track circuit results for the 8 rail break events recorded 
during 5-week trial period during 2016, prior to the software update. 

The results for the 5-week trial period in 2016 shown in Figure 5 show that although only 3 out of 8 breaks 
were detected automatically by OptaSense, one of those breaks was missed by the track circuit – and so 
when the results from the track circuit and OptaSense combined then all breaks during this period were 
detected automatically. Additionally, there were 2 breaks during this period where the detection process was 
determined to have halted before completion – generally due to the train stopping during the same pass as 
the break due to an immediate red signal, or the train accelerating leading up to the break leading to an 
insufficient number of pre-passes observed. 

© OptaSense Ltd 2018 14 TTCI DAS Rail Break Trail – Results & Analysis Report 
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Figure 6: Comparison between the OptaSense and track circuit results for the 22 rail break events recorded 
during 20-week trial period during 2017, following the OptaSense software update. 

As Figure 6 shows, there were 4 rail break events that were detected by both the OptaSense and track 
circuit systems, and 4 events that were detected by OptaSense but not the track circuit system. There were 
also 3 events in each of those categories where OptaSense didn’t register an alert but a distinct signal was 
clearly visible in the sensor data. Finally, there were 4 breaks for which the detection process was 
determined to have halted before completion. 

Another key point to note is that there were only 1 break event out of 22 which was both not detected by the 
track circuit and not clearly visible in the OptaSense sensor data. This break is shown in the following 
subsection to be a low severity break – i.e. a small hairline fracture which is well supported on the centre of a 
tie. 

4.2 Break Event Categorisat ion by System Alerts 
Photographs of the recorded rail break events were included as part of the daily log files supplied by TTCI to 
OptaSense over the course of the trial. These photographs were taken once the break had been identified 
and before any remedial works were carried out. They are therefore of particular use in understanding the 
physical features and situation of the break, and hence interpreting the response of the OptaSense system 
on subsequent train passes. 

The supplied photos for each of the break events are shown in Table 3, in which they are grouped based on 
the six rail break categories which were described in the previous subsection. Break number 24 is showing 
as “no image” as OptaSense as the image may have been missed from the log sheet. Larger versions of 
these images are given in Appendix I. 

Additionally, the break events not automatically detected by the OptaSense algorithm are grouped by colour 
markers which indicate the reason for alert being given, with the reasons being summarised in the key. 

There are several interesting examples that can be identified from this break categorisation table: 

• The breaks in the top left and middle left cells in the table (i.e. those detected by the track and 
detected or visible by OptaSense) are all relatively clean breaks which appear to have occurred 
offset from a tie. Indeed the 3 breaks which were visible but not detected by OptaSense are all 

© OptaSense Ltd 2018 15 TTCI DAS Rail Break Trail – Results & Analysis Report 
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attributed to an “algorithm limitation to the observed train behaviour”, indicating that the change in 
signal was clearly visible but one or more prerequisites of the algorithm (such as the number of 
consistent pre-passes) were not satisfied. 

• The breaks in the top right and middle right cells (those detected or visible with OptaSense but not 
by the track circuit) are mostly in close contact, with only break number 18 being a showing a visible 
gap, with the track circuit being linked through the metal plate attached to the tie. Breaks 2 and 20 
are of particular interest as both retain contact in the rails but have chipped rail head. The detection 
results indicate that this type of break could be one for which OptaSense are more capable at 
detecting than the track circuit system. 

• For the breaks in the bottom left cell (i.e. those detected by the track circuit but not obviously visible 
in the OptaSense data) numbers 3, 26 and 29 are all marked as missed due to “break features”, 
where the photographs show the break centred above a tie. It might be expected that there would be 
less movement of the rail in these cases, resulting in a different acoustic signal induced in the fibre 
than is received from an inter-tie break. Further investigation is required to confirm this. 

• Break numbers 7, 8, 23, 25 and 27 are all positioned between ties and look like relatively clean 
breaks, however in these cases the limitations of the current rail break algorithm (e.g. the intolerance 
to accelerating/decelerating trains) prevented a detection. 

• Further investigation – and potentially further acquisition of ground truth information – will be 
required to understand why no detections were made for breaks 1, 5, 10 and 13. 

• Break 12 was not detected by either OptaSense or the track circuit system. The reasons for this are 
clear on inspecting the break features – it is a hairline crack that is well supported on a tie and 
bridged by a tie plate, and is barely visible in the supplied photo, so as such is likely to be a low-
severity break. 

© OptaSense Ltd 2018 16 TTCI DAS Rail Break Trail – Results & Analysis Report 
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Track Circuit – Alert Track Circuit – No Alert 

OptaSense – Alert 

OptaSense – No 
alert but visible in 
DAS data 

OptaSense – No 
alert 

Reason break not detected 
automatically by OptaSense 

Break features 

Algorithm limitation 
(e.g. No. of pre-passes) 

Train slowing/stopping 
during break pass 

Signal amplitude below 
threshold 

Software not running 

Reason currently 
unknown 

Table 3: Break event images classified by the detection result for both the OptaSense and track circuit systems. 
The break numbers are shown. The breaks for which OptaSense did not produce an automatic alert are grouped 
by the colour markers which identify the reason for no alert being generated. The two breaks in the lower right 

cell highlight the low severity of the cases where there was no indication of a break given by either system. 
Higher resolution versions of these images are given in Appendix II. 

© OptaSense Ltd 2018 17 TTCI DAS Rail Break Trail – Results & Analysis Report 
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5 Analysis  of False Positi ve Alarms 
In addition to the analysis of the of the genuine rail break events presented in the previous section, it is 
important to consider the overall operational effectiveness of the DAS system as a potential rail break 
detection technology for “real world” track environments. 

To be specific, the 3 primary types of detection events for an operational rail break system are true positive, 
false positive and false negative alarms, which can be defined as: 

• A true positive alert is a detection of a genuine rail break event. 
• A false positive is any rail break alert generated by the detection system that was not caused by an 

actual break in the rail. 
• A false negative is a break in the rail that was verified by on-site inspectors for which the detection 

system did not produce an automatic alert. 

The previous section dealt with the true positive and false negative alarm situations – namely situations 
where a genuine rail break event occurred. In this section we provide a breakdown of the false positive alerts 
registered by the OptaSense system over the duration of the trial. 

The distribution of all 128 false positives alerts generated by the OptaSense system are shown in Figure 7. 
The position of each point on the graph corresponds to the location (fibre channel) and time (trial week 
number) of the corresponding alert. The false positive alerts have been grouped into the categories listed in 
the figure key, which correspond to the source of the alert. 

Figure 7: Categorisation of all 128 false positive rail break alerts generated by OptaSense during the trial. The 
alerts have been grouped into categories based on the of the identified source of the alarms. 

Figure 7 above displays a number of obvious clustering of certain false-positive alert types based on location 
or time. For example, the vertical line of red markers around channel 518 between weeks 5 and 12 were due 
to new types of track ties that TTCI were trialling at that location, and which were moving and slipping during 
train passes. This resulted in a low level of consistency in the signal received from the train at that location, 
which the rail break algorithm interpreted as a change in track condition and so produced an alert. 

Fibre channel 518 was masked out within the rail break detection algorithm from week 13 to prevent further 
false positives. It is also worth considering that while these alarms were “false positives” in terms of rail 
break detection, they did correspond to underlying variation in the track bed, and so would still likely be 
useful to track operators in a real-world environment. 

© OptaSense Ltd 2018 18 TTCI DAS Rail Break Trail – Results & Analysis Report 
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The purple points visible at the bottom of the graph were caused by errors in the geo-referencing of the 
system – these errors were corrected at the end of week 1 by adjusting the fibre calibration. 

Within the first 5 weeks there appears to be a high number of green markers (representing alerts being 
triggered by the train changing speed) – changes were made to the detection algorithm in week 5 with the 
aim of reducing these false alarms. Only 1 such alarm is visible for the remaining 20 weeks of the trial, which 
indicates that the change was successful. 

The rows of pink markers between fibre channels 180 and 320 in weeks 7, 13 and 15 were all a result of the 
train switching over to the bypass section of the HTL. This activity was outside of the tolerance of the rail 
break algorithm used in the trial and hence false alerts were generated. 

The cluster of brown markers around fibre channel 330 were a caused by a fast-moving train that was 
running on the adjacent RTT track while the HTL testing was being carried out. As shown in Figure 3, the 
fibre deviates closer to the RTT track for a short section. Therefore, when both trains passed this location 
simultaneously the interference of the vibrational signals resulted in false alarms being generated. 

The total numbers of false positive alerts in each category are given as a bar chart in Figure 8 below. 

Figure 8: Number of OptaSense false positive alarms generated over the course of the trial, grouped by the 
alarm source category (which follows the same colour scheme as the scatter plot in Figure 7) 

We can comment on the classification as follows: 

• Alert after restart Clear potential for a True Positive – e.g. if train had continued 
• Train Speed Change Algorithm operating outside of current envelope – restrict or develop 
• Track / Tie Issues Positive useful output “Track Anomaly Detection” 
• Geo Referencing Resolve with improved calibration 
• RTT Train Algorithm operating outside of current envelope – restrict or develop 
• Track Switch Algorithm operating outside of current envelope – restrict or develop 
• Signal Variance Resolve with improved calibration / “Fibre Anomaly Detection” 
• Unknown True Base case of Nuisance Alarms 

With this grouping we can consider the number of false alarms cascading as follows: 

© OptaSense Ltd 2018 19 TTCI DAS Rail Break Trail – Results & Analysis Report 
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Figure 9: Decomposing the waterfall of False Positive Types to get to the true Nuisance Alarm rate 

5.1 Expected Real World Performance 
We now consider how we would expect the OptaSense rail break detection system to perform in a “real 
world” track environment given the information gained during the trial. 

The train during the trial ran on the test track for around 7 hours per night on average, and the known length 
of the test track is 2.8 miles (4.5 km). We can use this information to calculate the average false positive 
alarm rate over distance and time – the results of which are included in Table 4. 

As the algorithm was modified prior to week 5 to address some of the false positive alarm issues, the alerts 
accumulated between weeks 5 and 24 have been used to calculate the average statistics shown in Table 4, 
as this period best represents the “final” performance of the OptaSense system under test within the trial. 
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False Positive Alerts over Alerts Average false Average 
Alert Category full trial during positive rate nuisance 

period weeks 5 24 (alerts / hour / alarm” rate 
1000 mile) (alerts / hour / 

1000 mile) 

Estimated 
real world” 

nuisance alarm 
rate (alarms / 
day / 1000 mile) 

Alerted after 
restart 

1 1 0.6 - -

Train speed 
changing 

11 2 1.3 1.3 1.4 

Track or tie 
issues 

19 19 12.0 - -

Geo-referencing 
issues 

40 0 0.0 0.0 0.0 

RTT train signal 15 15 9.4 9.4 10.2 

HTL bypass 27 27 17.0 17.0 18.4 

High signal 
variance 

3 3 1.9 1.9 2.0 

Unknown 
reason 

12 9 5.7 5.7 6.1 

Estimated total “real-world” nuisance alarm rate (alarms / day / 1000 mile): 
Reduced total if algorithm improvements implemented: 

38.1 
<10 day / 1000 
mile 

Table 4: Breakdown of false positive alert classifications for the trial, with time-distance averages and real-world 
estimated alarm rates (accounting for “normal” track usage rates in comparison to the HTL test track). As the 
“track or tie issues” category represents a genuine detection of a track condition problem it is of use to train 

operators and therefore this category is not included in the nuisance alarm statistics. Additionally, the “alerted 
after restart” is not considered a nuisance alert as the train only stopped to repair the break due to it being 

spotted manually, and the alert represented a notification that the track condition had changed with the repair. 

Additionally, Table 4 above includes an estimated “nuisance alarm” rate for a real-world deployment, based 
on the false positives accumulated during the trial. To calculate these figures, we have accounted for the 
relatively high usage of the HTL test track compared to real-world track environments. For instance, 
assuming an average HTL train length 1.25 miles (2 km), the average “occupancy” of the test track while the 
train is running is around 44.4% (i.e. 2 km train length / 4.5 km total track length). 

In contrast, using example figures2 from CSX, we can suggest 10 trains per day, at an average length of 2 
miles and speed of 40 mph as to be reasonable figures for a heavily used section of track. These figures 
give a “real-world” average occupancy of 2%. Hence, we have used the occupancy ratio between this 
example and the HTL test track to calculate the final column in Table 4, and scaled the result up to a daily 
alarm rate. 

This figure of 38.1 nuisance alarms per day, per 1000 miles of track, represents a “best estimate” of the 
expected false positive alarm rate in an operational system given the results from the TTCI trial of the 
CURRENT algorithm operating without restriction. However, the current rail break algorithm was designed 
specifically for testing at FAST and has limitations that would make it unsuitable for unmodified deployment 
on a real-world track. Enhancements will be required to account for features such as train acceleration, 
trains switching tracks and multiple trains crossing simultaneously. If for example the algorithm is further 

2 Example Figures from CSX 
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developed to either cater for these events or alternatively is restricted to not report in these circumstances 
(e.g. by using a trigger from our train tracker) then the nuisance alarm rate could be expected to drop to 
below 10 alarms / day / 1000 miles – where 1000 miles represents the output from at least 50 interrogator 
units. As the alarm output would give a locational accuracy of up to 30 ft then any inspection of the track 
could be very focussed minimising any disturbance of operations. 

It might be expected that modifications to the rail break detection algorithm to enable deployment in a real-
world track environment could increase the expected nuisance alarm rate due to the wider variety of signals 
that would need to be monitored. However, OptaSense expects this potential increase will be countered to 
some extent by a reduction in several categories of nuisance alarms that specifically derived from the 
limitations in the algorithm – in particular the “RTT train signal” and “HTL bypass” categories – which were by 
far the largest contributors of nuisance alarms during the trial and will automatically be addressed in an 
algorithm designed to operate in a real-world environment. 

Additionally, we should consider that the “track or tie issues” category of alarms will likely be of value to rail 
operators – for this reason this category was excluded from the “nuisance alarm” statistics in Table 4. 
Alternative or more advanced DAS signal processing algorithms (possibly running on sensor data from the 
next-generation Interrogator Unit) may be able to separate the signal from track bed condition variation from 
actual rail break events, thus providing additional feedback to rail operators. 

Finally, we should be aware that the final two categories in the table – namely alerts generated from 
continuous high signal variation at a location, or those from an unknown reason – require further analysis 
and potentially more detailed ground truth data to be properly assessed. It is possible that many of these 
false positive alerts could be prevented with a closer look at the difference between the signal features that 
resulted in the false detections, and those from genuine rail break events that were detected. 

Figure 10 below gives the distribution of the false positive alerts which are considered to be “nuisance alerts” 
in the context of a real-world system. The alert categories represent a subset of those shown in Figure 7. 

Figure 10: Categorisation of all “real world” false positive alerts generated during the trial. These are the false 
positive alerts which represent the “best estimated” real world performance based on the assumptions outlined 

in this section. The categories represent a subset of those shown in Figure 7. 
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6 Trial O utcomes and Future Develop ments 

6.1 Summar y of Trial Outco mes 
The core objective of the trial was to test whether DAS as a technology, in the form of hardware currently 
available, is capable of detecting rail break events for tracks used by heavily laden freight trains. Over the 
course of the 25-week trial at TTCI, OptaSense have automatically detected 11 out of the 30 rail break 
events (37%). Subsequent analysis of the algorithm output data found that at least 17 (57%) displayed 
clearly visible signal characteristics which can be attributed to the rail breaks. OptaSense can conclude that 
the results from the trial demonstrate that the current DAS system can detect a significant proportions of rail 
breaks. Further analysis of the trial dataset will likely establish further evidence of detectable signals in some 
of the breaks that were listed as “no visibility of signal” in the initial analysis. 

In addition, OptaSense has derived a “best estimate” nuisance alarm rate of around 38 nuisance alarms per 
day per 1000 miles for a similarly-performing system deployed on a real-world track. This estimate is based 
on a direct extrapolation of the false positive alarms accumulated during the trial, accounting for the intensive 
usage of test track during the trial. As explained below, modifications to the algorithm will be required to 
enable deployment on a real-world track environment, and OptaSense expects that these enhancements – 
coupled with the next-generation hardware providing greater signal fidelity – will contribute to minimising this 
figure and reducing the expected operational costs, while enhancing the benefits, of deploying a DAS 
system as a rail-break detection technology on extended lengths of freight track. 

6.2 Current OptaSense DAS tech nology, and future developments 
The ODH-3.1 Interrogator Unit model is optimised for down-well Oil and Gas environments. In the rail 
environment the signals are sometimes orders of magnitude larger, and exceed the dynamic range of the 
system leading to degraded data. A longer range, non-quantitative DAS system could have been used, to 
avoid this problem but would have resulted in lower understanding and less opportunity for future 
improvements. 

OptaSense are currently developing the next-generation model of Interrogator Unit which is being designed 
specifically for railway applications, including rail break detection. This next generation IU (LRQDAS, 
expected availability late Spring 2018) will have all the benefits of the ODH-3.1 IU, namely quantitative, 
coherent signal output, but a much longer range – exceeding 30km. Furthermore, it will provide higher 
sensitivity, much higher dynamic range and increased spatial fidelity. This will greatly enhance the capability 
of OptaSense to differentiate the signal of a rail break event from the general train noise. The new 
interrogator is also designed to prevent overscale circumstances occurring – i.e. not be dynamic range 
limited by the passing of a train. 

Similarly, the current version of the OptaSense rail break detection algorithm used in this trial is known to 
have several limitations. The algorithm was optimised for use on the test track at TTCI and as such utilises 
the cyclic nature of the test activities to build up a consistent model of the response of the track the passing 
of a train. The variety of potential situations that can be expected to be encountered on real-world track 
environments – for example different types of trains passing simultaneously on adjacent tracks – present 
additional challenges in the adaptation of the rail break capability for such an environment. OptaSense have 
plans to how to address these issues and develop a more rail break algorithm and the data acquired during 
this trial at TTCI – coupled with the likely performance gains in the next generation IU – will greatly support 
this endeavour. 
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Appendix I – Signal Analysis and Rail Break Features 
This appendix provides further detail on the signal analysis carried out on the OptaSense DAS sensor data 
while investigating the recorded rail break events. The objective of this section is to provide an over view of 
the features within the data that were identified to correlate with the physical response of the train passing 
over a break, and therefore explain why some of the break events were more difficult to detect using the 
current detection algorithm. 

Signal characteristics for rail break event 
As explained in the main body of the report, the rail break algorithm used in the trial benefited from several 
features of the test activities at FAST, which assisted in the capability in building up a consistent model of 
the signal response of the track from a train passing. Some examples of these features are: 

• Same train running on the track for the duration of each test session 
• Train normally running a consistent speed 
• Axle distribution homogeneous throughout train (FAST train has all cars of the same type, and 

approximate axle loadings) 
• The train generally uses the same single track (although it did switch on to the bypass occasionally) 
• There are no trains running nearby on adjacent tracks (although occasionally a train did run on the 

RTT track, causing false positive alerts) 

These features promote a high level of signal consistency in the processes signal “amplitude” (which is really 
a performance metric which is output from the algorithm). This enables a data analyst to quickly survey any 
outliers in the processed data output files. 

An example of this is shown in the “waterfall” graph Figure 11 below. In this example, distance is 
represented on the horizontal axis and time on the vertical axis, and the colour represents the processed 
amplitude metric. The horizontal blocks of signal represent the output signal for the train running repeatedly 
around the track. The red circle identified the moment a rail; break was detected by the algorithm, shortly 
after which the train stopped the and track repaired. The temporary repair displays a relatively high 
amplitude after the train restart. 
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Figure 11: Waterfall showing the processed train signal amplitude, with the initial break event being detected by 
OptaSense, and the subsequent temporary repair showing high energy on the subsequent train passes 
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Figure 12 below shows the time series of the same amplitude metric for the fibre channel which experienced 
the rail break in Figure 11. The group of train passes for which the algorithm registered the alert are 
highlighted in red. This corresponds to an increased in the response metric. This is only slightly reduced 
after the repair is implemented. We can also see the high level of consistency of the signal prior to the rail 
break event, with some variation visible when the train first starts up and accelerated to normal running 
speed. 

Time 

Am
pl
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Figure 12: Line plot of processed signal amplitude metric for detected rail break event. The train passes 
associated with the rail break alert are highlighted in red. The train stops 3 passes after the break. The 

temporary mechanical fix which was applied to the break only slightly reduces the signal from the axles passing 
over the break, hence the high amplitude signal on passes after the train restarts 

Types of break and detectability 
A rail break gives features of multiple periodic impulses due to the rail discontinuity, which manifests as a 
distinguishable signal within a quantitative Distributed Acoustic Sensing system. This is a different feature 
than is detected by a track, which picks up a gap in the rail due to a broken electrical circuit. This means that 
the two types of sensor are sensitive to different types of break. 

Illustrations of some example types of rail break are shown in Figure 13. 
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Figure 13: Non-exclusive list of possible types of break that may be experienced: (a) unbroken rail (b) 
unsupported gap (c) no gap with step (d) gap and step (e) supported gap (f) supported step 

In the figure above, there is a list of simplified sketches for a variety of rail break types. The track circuit 
triggers on a loss of circuit, i.e. a gap. Hence, the track circuit will typically give an alert on (b), (d), (e) (and 
possibly (a) or (c), depending on how the contact changes once the train’s weight passes over it). DAS will 
typically observe large impulsive features on break types (c), (d), (f). Breaks of types (b) will likely give a 
larger response than type (e) as the support provided by the track tie will limit movement under axle loading. 

Track circuit and DAS detection examples 
Figure 14 gives the example of break #28, which was detected by DAS, but not raised by the track circuit 
(the train was stopped by the engineer). Whilst the break is in the gap between ties and therefore is 
unsupported, there is still enough rail contact to be undetectable by the track circuit (as in break type (c)). 

Figure 15 gives an example break #26, which the track circuit detected, but there were no visible features in 
the DAS data. The break is a similar “S”-shape, with the bottom part being supported by a track tie, limiting 
the ‘hammer and anvil’ effect of axles passing over the rail. However, the break has produced enough of a 
gap so as to lose contact for the track circuit (representing break type (e)). 
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Ties 

Figure 14: Processed signal data for break #28, which OptaSense detected automatically but was not detected 
by the track circuit. The break is in the gap between track ties, enabling suppression of the rail under axle 

loading and likely creating a disjoin which produced high amplitude acoustic impulses. 
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Figure 15: Processed signal data for break #226, which the track circuit detected but for which there was no 
visible signal change in the OptaSense data. The break is well supported, with the lower part of the break 
resting on a tie and the top half resting on the lower half of the break. Hence little movement under axle 

pressure would be expected in this case. 
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DAS nuisance alarm examples 
There are a variety of other physical attributes that can affect the signal amplitude metric. One example that 
produced a series of false positive alarms on channel 518 in weeks 5-12 was found to result from new track 
ties which were being tested, and were broken and moving around on each train pass. 

Figure 16: False positive detection due to DEMON energy fluctuations as a result of broken ties 

In another example, OptaSense were experiencing false alarms around section 29/30, where the fibre 
moves closer to the RTT track. This turned out to be due to train running on the other track, which resulted in 
an energy spike when both trains passed that by simultaneously. 

Figure 17: False alarm due to energy spikes from the superposition of the RTT and HTL train signals 
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RTT train signal 

HTL train signal 

Section where 
fibre closer to RTT 

track than HTL 

Signal amplitude gain from 
superposition of 2 trains 

Figure 18: Example showing the effect on the acoustic signal amplitude as measured by OptaSense 

The information gathered during the trial on these and other features which resulted in nuisance alarms will 
be valuable in feeding into future algorithm improvement work, and in particular adapting the technology for 
use on a real-world track environment. 
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Appendix II – Break Photograp hs 
This appendix provides higher-resolution versions of the break photographs that are shown in Table 3, which 
may be useful for closer inspection. 

The break numbers are given on the images, and the corner markers represent the break category. 
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Appendix III – Derail ment Analysis 
As is indicated in the project timeline shown in Figure 2 of this report, a train derailment occurred on the HTL 
test track on the 11th May 2016. This event was captured by the OptaSense system and the recorded sensor 
data was used by OptaSense to provide post-event analysis of the events leading up to and during the 
derailment, to assist TTCI in understanding exactly what happened. Some of this analysis is included in this 
appendix as supporting materials for the rail break analysis included in the report. 

Figure 19 below shows the DAS sensor amplitude data for the two train passes leading up to the derailment, 
averaged between 20 and 250 Hz. In these figures, the horizontal axis represents distance and the vertical 
axis represents time. The derailment is visible in the top right hand corner of the figure, where the front of the 
train slows and stops, and there is a split in the middle. As annotated on the figure, a rail break was reported 
to have occurred 2 passes prior to the derailment, around section 7 tie 390, as highlighted on the figure. 

Figure 19: Sensor “waterfall” data for the two train passes prior to the HTL derailment. The location of the rail 
break suspected to have occurred two passes prior to the break is indicated. 

Figure 20 shows the waterfall data focused on the derailment event itself. The annotations highlight two key 
events visible within the data: 

• A high amplitude event around section 7 tie 315, which is approximately 50 m further along the track 
from the estimated location of the rail break and corresponds to the location at which the back half of 
the train decouples from the front half, and starts to derail. 

• A sequence of very high amplitude events around fibre channel 535 (i.e. section 5 tie 40) starting 
around 8 seconds after the initial event, and lasting for around 35 seconds. This location is around 
200 m further along the track from the reported rail break and 150 m along from the initial decoupling 
event. 
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From the signal pattern identified within the data OptaSense and TTCI concluded that the back half of the 
train did indeed decouple and being to derail around 150 m prior to the bridge. Then, 8 seconds later the 
carriages in the back half of the train reached the bridge and proceeded to crash down onto the ground 
below, one after another. 

Figure 20: Image of waterfall data, focused around the derailment. High amplitude events relating to the initial 
derailment and subsequent impacts of carriages on the bridge are highlighted. 

A large in-train force signal is visible in Figure 20 starting around 5 seconds after the initial bridge impact 
signals at channel 535, and which propagates to the back of the train. This may have resulted from the build-
up of the first few carriages that had impacted the bridge forming a blockade for subsequent carriages, 
applying enough force to slow the remaining part of the train to a standstill within a further 20 seconds. 

There is another, subtler, in-train force visible in Figure 20 starting at approximately the time of the initial 
decoupling of the train. This force is highlighted in the higher frequency waterfall image in Figure 21, and is 
thought to correspond to the initial force of the emergency brakes being applied on the decoupling of the 
train. 
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Figure 21: Signal from in-train force immediately before the derailment is highlighted. 

Finally, we can look at the weight signal of carriages (or specifically, bogeys) passing over the fibre crossing 
which is close to the location ofthe rail break and train decoupling. Figure 22 shows the weight signal of a 
series of carriages passed over the fibre crossing, where the decoupling event that is indicated clearly 
corresponds to a phase change in the signal where there is now a clear gap between subsequent carriages. 
The car arrival time graph (also in Figure 22) indicates the phase change on decoupling between cars 34 
and 35 (via the step change in arrival time) as well as the subsequent slowdown of the decoupled train via 
the gradually increasing arrival times for the remaining cars. 
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Figure 22: Weight signal of bogeys passing over the fibre crossing that is close to the derailment location (left), 
and arrival time separation between sequential cars relative to the average for the initial train speed (right). The 
phase change in the carriage arrival times corresponding to the car decoupling is visible in the weight signal 
graph and the “jump” in arrival time for car 34. The subsequent slowdown in the back half of the train is also 

visible in the arrival times. 
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